Statistics 251 – Prof. Uebersax   

10 Binomial Probabilities

1. Binomial Probabilities

'Binomial' refers to random process that has only two possible outcomes.  Binomial literally means two (bi) named (nomial).  
More technically, 'binomial' refers to what mathematicians call a Bernoulli process.
Bernoulli process. A sequence of repeated trials in which: 

(1) each trial has two possible outcomes: success or failure. 

(2) the probabilities of success/failure are constant across trials; and 

(3) trials are statistically independent of each other.  

Example: Three Coin Flips

Suppose we toss an unbiased coin three times.  This is a Bernoulli process. Let's define 'heads' as a success (S), and 'tails' as a failure (F).  
What is the probability of observing three heads in three flips?  Because all three events are independent, we can apply the multiplication rule for independent events.  First let's define P('heads') = P(S) = p.  Te probability of three successes (three 'heads') is: 

P(S, S, S) = p × p × p = 0.5 × 0.5 × 0.5 = 0.125.

Similarly, we can calculate the probability of observing 'heads', 'heads', and 'tails' (in that order).  If p is the probability of 'heads', the probability of 'tails' is (1 – p).  So we get:

P(S, S, F) = p × p × (1 – p) = 0.5 × 0.5 ×  (1 – 0.5) = 0.125.

But now let's ask a slightly different question:  what is the probability of getting two heads out of three coin-flips, regardless of the order in which they occur?  Clearly there are three different ways to get two heads in three flips:
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	=
	S, S, F
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	=
	S, F, S
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	=
	F, S, S


As we did above, we can use the multiplication rule for independent events to calculate the probabilities of observing each of these sequences:

	Outcome
	
	Probability

	[image: image10.jpg]


  [image: image11.jpg]


  [image: image12.jpg]



	=
	p × p × (1 – p)  =  0.125
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	=
	p × (1 – p) × p  =  0.125
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	=
	(1 – p) × p × p  =  0.125


Notice how the order of the individual outcomes (S or F) does not affect the final probability.  In each case we have two successes and one failure.   The calculated probability in each case is the product of p times itself, times (1 – p); the probability of each sequence above is therefore equal to p2 (1 – p).

What we want to know is the probability of any of these three sequences occurring.  Because these three outcomes are mutually exclusive (e.g., if you observe S, S, F, you cannot observe S, F, S), we can use the addition rule for mutually exclusive events:

P({S, S, F} or {S, F, S} or {F, S, S}) 
= p2 (1 – p) + p2 (1 – p) + p2 (1 – p)
= 3 × p2 (1 – p)

With this example we have just derived the formula for a binomial probability.  That is, to generalize, the probability of observing exactly k successes out of n Bernoulli trials is:
	number of different ways
	
	probability of one given way  

	to get exactly k successes
	×
	to observe exactly k successes

	with n trials
	
	with n trials


The right side of this equation is simply:
pk (1 – p)n–k
The left side is called the binomial coefficient.  For large problems, it is infeasible to write out every possible sequence of n events and count how many contain k success.  Instead we calculate this using the mathematical formula for the number of different combinations (or sequences) of n events that include k successes:
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where the exclamation mark (!) means a factorial, e.g., n! =  n × (n – 1) × (n – 2) × … × 1
For our coin-flip example, n = 3 and k = 2.  The number of ways to get two heads in three flips is, from the above formula:
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Final Formula
Now if we put everything together we arrive at our final formula for the number of k successes out of n trials for a binomial process:
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2. Binomial Probabilities in Excel

BINOMDIST(k, n, p, cumul)

cumul = 0 (regular binomial probability; probability of exactly k successes)
cumul = 1 (cumulative probability; probability of k or fewer successes )

Gives the probability (noncumulative or cumulative) of exactly k successes out of n trials, where the probability of a success in a single trial is p.

Example:  What is the probability of getting exactly two 'heads' in four coin clips?

n = 4

k = 2

BINOMDIST (2, 4, .5, 0) = 0.375
This related Excel function supplies the binomial coefficient:  COMBIN (n, k)  

Video:  An Introduction to the Binomial Distribution

http://www.youtube.com/watch?v=qIzC1-9PwQo
Homework  Calculate the probability of getting a '4' exactly twice out of 6 rolls of a fair die.  Supply:

(a) the binomial coefficient

(b) the probability of one specific sequence of six rolls that includes two '4's.

(c) the probability of getting 2 '4's out of six rolls in any sequences, i.e., (a) times (b). 
Show your formulas and work. 
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